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Behavior Analysis of Convolutional Neural Network 

for Environmental Sound 

Ricardo A. Catanghal Jr. 

Abstract: Computer recognizing environmental sounds is a challenging and complex 

problem for a machine and an emerging field of research. In this study, the 

Convolutional Neural Network (CNN) behavior was analyzed against the environmental 

sounds. The performance level of the Convolutional Neural Network in identifying the 

environmental sounds using the parameters that we defined yields an excellent overall 

accuracy of 96.8%. This gives the model an excellent accurate prediction in identifying 

the given environmental sounds in the area of machine learning. The lowest accuracy 

among the group is the door knock, but the accuracy of 95.00%, still considered 

excellent currently in the field, and thus its parameters are fit for the environmental 

sounds. 
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1. Introduction 

Classification of environmental sounds plays a key role in security, investigation, robotics since the 

study of the sounds present in a specific environment can allow getting significant insights. The lack of 

standardized methods for an automatic and effective environmental sound classification (ESC) creates 

a need to be urgently satisfied. Environment sound is due to numerous sources present in the 

environment, such as living beings, non-living objects, and artificial entities created by humans. These 

sources contribute to the environment sound, which may be audible as well as non-audible to human 

ears. The sounds are captured mostly by acoustic sensors and radar systems [1][2] and subjected to 

further processing in various sound analysis and applications. The environment sounds, generated by 

various living beings and non-living objects, needs to be classified in certain categories in order to be 

used for different purposes, such as security, crime investigation, automated operation of robotic-like 

vehicles, weather forecasting, environment monitoring [3], and other applications. Current literature 

reports numerous studies and research contributions in the area of environment sound classification 

(ESC). 
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In general, most research on audio recognition has focused primarily on speech and music. The past 

researcher has taken this area of research in sound pattern recognition as the starting point because if we 

understood more about how humans hear, we could make machines hear better, in the sense of being 

able to analyze sound and extract useful and meaningful information from it [2]. In order to stimulate 

research in machine listening for general audio environments, in 2012–2013, IEEE Audio and Acoustic 

Signal Processing Technical Committee organized a research challenge on Detection and Classification 

of Acoustic Scenes and Events, that sounds from the environment or no-speech/non-music [4]. 

Environmental sound classification is an exciting field and is now a growing research problem in 

multimedia applications. The environmental sounds are a very diverse group of everyday audio events 

that cannot be described as only speech or music [5]. The environmental sounds are essential for 

understanding the content of the multimedia. Therefore, the environmental sound classification 

technology development is better for characterizing the essential role of environmental sounds in many 

smart homes technologies, such as home automation [6], audio surveillance system [7], hearing aids [8], 

smart room monitoring [9], and video content highlight generation [10], among others. Today, modern-

day smart homes are now being equipped with artificial intelligence not just from the previous 

sentrollers (sensors, actuators, and controllers). The application of artificial intelligence is gaining 

momentum in automating a routinary task, and consumers and people agree that there is much potential 

usefulness in AI-run monitoring systems [11].  

This study stems from the idea of extracting valuable information from the surroundings or 

environment in general and used in smart homes. It is clear that sounds carry a large amount of 

information about our everyday environment and physical events that take place in it, being able to 

detect which are the sound sources present in the signals would further increase the usefulness of any 

audio recording. The non-speech environmental sound framework was developed based on selected 

acoustic extracted features based on a sufficiently accurate classifier model, that was fine-tuned to get 

an improved parameter combination for the model to provide better classification and recognition. 

 

2. Methodology 

The first in the pipeline for acoustic recognition is the pre-processing, this is an integral step in 

Machine Learning as the quality of data, and the useful information that can be derived from it directly 

affects the ability of our model to learn [12]. This is a method that is used to convert the raw data into a 

clean data set, and it is extremely important that we preprocess our data before feeding it into our model. 

The three commonly sound-processing methods are presented: framing based, sub-framing, and 

sequential. 

 

2.1 Signal Processing 

The first in the pipeline Even what particular type of problem is applied in the acoustic field, the very 

basic structure of the system is the same and characterized using a universal or general pattern design 

shown in Figure 1. 

Framing-based processing is a method wherein Audio signals to be classified are first divided into 

frames, often using a Hanning or a Hamming window. Features are extracted from each frame, and this 

set of features is used as one instance of training or testing. A classification decision is made for each 

frame and, hence, consecutive frames may belong to different classes. A major drawback of this 

processing scheme is that there is no way of selecting an optimal framing-window length suited for all 

classes. Some sound events are short-lived (e.g., gun-shot) as compared with other longer events (e.g., 

thunder). If the window length is too small, then the long-term variations in the signal would not be well 

captured by the extracted features, and the framing method might chop events into multiple frames. On 
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the other hand, if the window length is too large, it becomes difficult to locate segmental boundaries 

between consecutive events, and there might be multiple sound events in a single frame. Also, one has 

to rely on features to extract nonstationary attributes of the signal since such a model does not allow the 

use of sequential learning methods [11][13]. 

 

 

Figure 1. Signal Acquisition General Process 

 

Audio feature extraction is a process that involves transforming audio data into a set of features such 

as pitch, timbre, and others. Specifically, the audio feature extraction process addresses the analysis and 

extraction of meaningful information from audio signals. The objective of the audio feature extraction 

process is to capture the relevant information on an audio signal to get a higher-level understanding of 

the audio signal. Furthermore, the extracted features of the audio signal may provide a higher-level 

understanding of the amplitude or frequency components of the audio signal by plotting to the 

spectrogram [14]. 

Figure 2 further depicts the detailed process in the conversion of acoustic features from the raw file. 

The first in the process is the acquisition of the signal: the acquisition of the continuous sound or audio 

stream is done through a device (The common is a microphone for example.) and dividing this into a 

block of the shorter signal called windowing. 

 

 

Figure 2. Detailed Steps 

 

In order to carry out the windowing process, a theoretical continuous sample of sound streams from 

the input signal will be slid by a window function. Moreover, so that the examination of the ensuing 

signal be carried out, contingent on the window function duration it is presumed that a commonly non-

static sound signal within the individual frame is quasi-stationary. 

The issue of buffering is addressed by the implementation of the window function. The execution of 

the window function is performed by taking at a specified interval of time of audio chunks, even not 

knowing with regards to their completeness. In addressing the issue further with the use of the window 

function, the edge of the buffer is polished. With this, the entire essential period in the audio signal is 

required to be completed. In this paper, we applied a Hamming window and characterized it in equation 

one. 
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𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝑊𝑖𝑛𝑑𝑜𝑤(𝑠) = 0.54 − 0.46cos⁡(
2𝜋𝑠

𝐵𝑢𝑓𝑓𝑒𝑟𝑆𝑖𝑧𝑒
) (1) 

 

2.2 Convolutional Neural Networks (ConvNets) 

The Convolutional Neural Networks (ConvNets) are very much alike to the common Neural 

Networks. They are composed of neurons sometimes referred to as units or nodes that have learnable 

biases and weights. Although it has some practical effects which are consequential and meaningfully 

important because of its architectural design difference. Figure 3 shows a neural network with an input 

layer, convolutional layers (A mixture or combination can be performed in several ways.), layers that 

are completely linked and are hidden and limited in numbers and a layer for output (loss). This is the 

composition in an ordinary and conventional neural network in a deep architecture, a composition of a 

few distinct layers stacked collectively. While in comparison with the multilayer perceptron, the actual 

distinction lies in addition to the pooling and convolution procedures [8]. 

 

 

Figure 3. Convolutional Neural Network [5[11] 

 

2.2 Sound Dataset 

The sound datasets from this study were gathered by the researcher following the methods of 

previous work [15] with modification to fit in this study. Five sounds were chosen namely: Barking Dog, 

Crying Baby, Door Knock, Alarm Snoozing, and Glass Breaking. These five sounds play an essential 

role in smart homes, and as the study suggests. The consumers see that smart homes with an AI for 
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acoustics are of considerable value in providing them assistance in the specifics in the smart homes such 

as security, safety, child monitoring, assisted living, pet monitoring, and many others [15]. 

A 5-second-long recording of audio events (Shorter events were padded with silence as needed.). 

The labeled datasets were consequently arranged into five uniformly sized cross-validation folds, 

ensuring that clips originating from the same initial source file are always contained in a single fold. 

 

3. Results and Discussion 

Analyzing, the result of the essential tool for evaluating models, to have a better understanding of 

the performance [15]: the confusion matrix in Figure 4. The confusion matrix presents the summary of 

the prediction results and where it was confused when making a prediction. Let us start with the analysis 

on the “Baby Crying” it has an accuracy of 99.00%, the machine learning model that we have correctly 

labeled every “Baby Crying” as it is, with a confidence of 99.73%. Although some of the broken glass 

is classified as baby crying, bringing the precision to only 95%. 

 

Figure 4. Confusion Matrix 

 

The “Alarm Clock” which has the next highest true positive base on the confusion matrix has an 

accuracy of 98.50%. The only confusion the machine learning model for the alarm clock was with the 

broken glass. Further base on the result of the confusion matrix, the model confused broken glass and 

door knock as an alarm clock, bringing the Precision to 95.12%. 

The “Broken Glass” has a true positive value of 36, which has an accuracy of 96.00% is considered 

still in a good performance. It can correctly identify 38 different broken glass sounds out of the forty 

samples. Although the model was confused with broken glass as baby crying, alarm, and door knock 

having a false positive rate of 2.50%, it still has a Precision of 90.00%. The machine learning model is 

confused with other sounds such as door knock, alarm clock, and dog barking as broken glass. In the 

confusion matrix out of the four confused, 50% is identified as the dog. 

The dog barking has an accuracy of 95.50%, thirty-five out of 40 samples were correctly identified 

by the model. The model has a false positive rate of 2.50%, five out of forty samples were identified as 

different sound, broken glass, and door knock. Out of the five three or 60% is a door knock, which 
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implies that the model distinguishes door knock as a dog barking more likely when confused. The dog 

sound has 89.74% precision, which is acceptable. 

 

4. Conclusion and Recommendations 

Sounds carry a large amount of information about the everyday environment and physical events that 

take place in it.  Developing signal processing methods to extract this information automatically has 

enormous potential in several applications, specifically smart homes in general. The performance level 

of the Convolutional Neural Network in identifying the environmental sounds using the parameters that 

we defined yields an excellent overall accuracy of 96.8%. This gives the model an excellent accurate 

prediction in identifying the given environmental sounds in the area of machine learning and is useful 

in different applications. 

For future works, the following are recommended: integration of the model to the applications in 

order to be tested for its use. One of these is home security that is one of the current trends. The 

monitoring of homes or of the residents is one of the potentials among others. In the theoretical concept, 

the model needs to be further tested in different scenarios and situations, that is comparing the different 

performance and predictors in different situations. One of these is the comparison between internal and 

external settings. 
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